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AI-generated Content: 
Content such as text, images, or videos gener-

ated by machine learning algorithms.

Algorithmic Bias:
 When algorithms produce results that are sys-

temically prejudiced, due to flawed assump-

tions in the machine learning process.

Artifacts:
In digital media, artifacts refer to any unin-

tended or undesired alteration in data intro-

duced in the digital signal processing chain.

Anomaly Detection:
Methods for detecting data points that do not 

conform to expected patterns.

Astroturfing: 
A fake grassroots movement, often orches-

trated by political, corporate, or other special 

interests.

Glossary

Audio Deepfake: 
AI-generated or altered audio that imitates a 

real person’s voice.

Authentication:
 Verification of the origin or truthfulness of content.

Bias: 
Systematic errors that could affect the validity 

of information

Big Data: 
Vast amounts of data that can be analysed to 

reveal patterns, trends, and associations.

Biometric Verification: 
Using physiological or behavioural characteris-

tics, such as fingerprints or facial recognition, to 

verify identity.

Blockchain Verification: 
Using blockchain technology to verify the 

authenticity of digital assets.

Blockchain: 
A digital ledger that can provide a secure and 

unchangeable record of transactions.

Chatbot: 
A computer program designed to simulate con-

versation with users, often used in disinforma-

tion campaigns.

Content Filtering: 
Techniques used to screen and exclude 

unwanted content.

Cyber Espionage: 
The use of computer networks to gain illicit 

access to confidential information.

Cybersecurity: 
The practice of protecting digital systems, net-

works, and data from cyber-attacks.

Data Integrity: 
The accuracy, consistency, and reliability of data 

during its life cycle.

Data Privacy: 
The handling of personal data, including the 

protection of identity and prevention of misuse.

Deep Learning: 
A subset of AI that enables machines to improve 

performance, based on previous results.

Deepfake: 
Synthetic media where a person's likeness is 

replaced with someone else's.

Digital Forensics: 
Techniques used to investigate the origin and 

integrity of digital information.

Digital Watermark: 
Invisible or visible markers embedded in digital 

content to verify its origin.
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Disinformation: 
Deliberately false or misleading information 

spread to deceive others.

Encryption: 
The method by which information is converted 

into a secret code to prevent unauthorised 

access

Face-Swap Technology: 
Technology that allows for the swapping of 

faces in video or images.

Fact-Checking: 
Verification of facts and claims made in textual 

and visual content.

Fair Use: 
A legal doctrine that promotes freedom of 

expression, by permitting the unlicensed use of 

copyrighted works in certain circumstances.

Forensic Analysis: 
Scientific methods used to solve crimes, also 

applied in digital content verification.

Generative Adversarial Network (GAN):
 AI algorithms used to generate realistic images, 

videos, and other content.

Generative AI: 
A type of artificial intelligence that focuses on 

generating new data, rather than simply analys-

ing and categorising existing data.

Geolocation:
 Using geographical data to identify the location 

of a person or device.

Hash Function: 
A function that converts data into a fixed-size 

string of characters, often used for comparison.

Identity Theft: 
The fraudulent use of another person's identity 

or likeness.

Image Recognition: 
Software capabilities to identify objects, places, 

and people in images.

IP Address: 
A numerical label assigned to each device on a 

computer network.

Large Language Models: 
A type of artificial intelligence model designed 

to understand and generate human-like text 

based on vast amounts of data.

Machine Learning Models: 
Algorithms that allow computers to perform 

tasks without being explicitly programmed.

Meme: 
An idea, image, or video that spreads virally 

online.

Metadata: 
Data that provides information about other 

data, such as the creator, date, and location of a 

piece of content.

Microtargeting: 
The use of data analytics to identify the inter-

ests of individuals or very small groups of like-

minded individuals.

Misattribution: 
Crediting information or quotes to the wrong 

source.

Misinformation: 
Incorrect or misleading information, often 

spread unintentionally.
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Natural Language Processing (NLP): 
Algorithms that understand human language.

Open Source Intelligence: 
Intelligence gathered from publicly available sources.

Phishing: 
Fraudulent attempts to obtain sensitive infor-

mation, often through deceptive emails.

Propaganda: 
Information, especially biased or misleading, 

used to promote a political cause or viewpoint.

Pseudonymity: 
The state of masked identity, where an individ-

ual may engage in online activities without 

revealing their real identity but can still be 

accountable for their actions.

Psychographic Profiling: 
Using data to assess people's personalities, val-

ues, interests, and lifestyles.

Ransomware: 
Malware that locks a user’s files and demands 

payment for their release.

Reverse Image Search: 
A search engine feature that finds images simi-

lar to a given image.

Semantic Analysis: 
Studying the meaning of language to under-

stand context and intent.

Sentiment Analysis: 
The use of AI to identify and categorise opinions 

expressed in text.

Signal Processing: 
Techniques to analyse, modify, and interpret 

signals, such as audio or images.

Social Engineering: 
Manipulating people into divulging confidential 

information.

Spoofing: 
Imitating something for fraudulent purposes, 

such as email spoofing.

Steganography: 
The practice of hiding messages or information 

within other non-secret text or data.

Synthetic Media: 
A catch-all term to describe video, image, text, 

or voice that has been fully or partially gener-

ated using artificial intelligence algorithms.

Textual Analysis: 
The evaluation of text for various purposes, 

such as to detect disinformation.

Timestamp: 
A sequence denoting when a certain event 

occurred, used for verification.

Video Analytics: 
Technology that automatically analyses video to 

detect and determine events.

Viral: 
Content that has been shared, viewed, or inter-

acted with significantly in a short period.

Virtual Private Network (VPN): 
A network that enables users to send and 

receive data across shared or public networks as 

if their computing devices were directly con-

nected to a private network.

Voice Recognition: 
Software that can identify a person based on 

their voice.
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Deepfake

This graph displays how different AI 

concepts are interconnected and 

overlap. There is a distinct differentia-

tion between synthetic media and 

fully synthetic/ AI-generated media, 

with the former including partially 

synthetic media such as deepfakes. 

Both concepts can fall under genera-

tive AI and are founded in AI and 

machine learning. 

Source: DRI adaption from 
Partnership on AI.

The hierarchy  
of Artificial 
Intelligence

AI  and ML GenAI Synthetic  
Media

Fully Synthetic / AI-Generated
Images, Videos, Text, and Audio

Audio
Generator

Image
Generator LLMs

https://syntheticmedia.partnershiponai.org/#learn_more
https://syntheticmedia.partnershiponai.org/#learn_more
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The evolution of generative artificial intelligence (gAI) 

technologies — such as Chat GPT, Bard, Midjourney, 

and Microsoft's Vall-E model — marks a significant 
turning point in our digital era. While these technolo-

gies have opened new avenues in communication, 

entertainment, and education, they also come with pro-

found implications for the spread of disinformation.

Generative AI technologies do not just enhance the 

quality of fabricated content, but they also automate 
its production on an unprecedented scale. This means 

that the online space can be rapidly swamped with a 

torrent of deceptive content, drowning out genuine 

information. Until now, disinformation actors have pre-
dominantly used low-tech content, or “cheapfakes”, to 

mislead the public.

This might change. Take, for instance, the rise of 

AI-generated images, videos, or voices that are practi-

cally indistinguishable from real ones. These high-qual-

ity fabrications, when well-placed, can be weaponised 

to bolster disinformation for political ends, making the 

task of discerning fact from fiction increasingly 
complex.

Generated AI content is still subject to glitches and 

errors, allowing for its manual detection. As the quality 

of these synthetic creations improves, however, the 

battlefield of disinformation will increasingly become a 

battle of machines. Human detection capabilities — 

relying solely on the naked eye or ear — will no longer 

be sufficient. Consequently, the use of sophisticated 

detection tools that can keep up with the rapidly 

improving AI-generated content will become 

indispensable.

This guide is designed to equip you with the necessary 

skills and knowledge to identify and verify synthetic 

data effectively. It includes a range of examples that 

illustrate practical ways to detect AI-generated content, 

and outlines a comprehensive framework for verifying 

such information. 

Introduction

https://democracy-reporting.org/en/office/global/publications/new-report-tools-tactics-stories-mapping-tomorrows-disinformation-environment
https://democracy-reporting.org/en/office/global/publications/new-report-tools-tactics-stories-mapping-tomorrows-disinformation-environment
https://democracy-reporting.org/en/office/global/publications/new-report-tools-tactics-stories-mapping-tomorrows-disinformation-environment
https://democracy-reporting.org/en/office/global/publications/new-report-tools-tactics-stories-mapping-tomorrows-disinformation-environment
https://democracy-reporting.org/en/office/global/publications/what-a-pixel-can-tell-text-to-image-generation-and-its-disinformation-potential
https://democracy-reporting.org/en/office/global/publications/what-a-pixel-can-tell-text-to-image-generation-and-its-disinformation-potential
https://democracy-reporting.org/en/office/global/publications/what-a-pixel-can-tell-text-to-image-generation-and-its-disinformation-potential
https://democracy-reporting.org/en/office/global/publications/what-a-pixel-can-tell-text-to-image-generation-and-its-disinformation-potential
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We find ourselves in an age where the lines between 

reality and artificial creation are becoming exceedingly 

thin. The content that we engage with daily – whether 

text, audio, images, or videos – is increasingly difficult 

to classify as either human-made or machine-gener-

ated. But why does differentiating between human- 

and AI-generated and content matter?

Consider the implications. Already now, advanced AI 

tools are increasingly being harnessed to disseminate 

disinformation. Machine learning tools can be used to 

produce large amounts of deceiving and false informa-
tion in the form of image text, audio or video. With the 

dawn of generative AI, not only will the quantity of arti-

ficial content increase, but also the quality of such con-

tent. Disinformation in this new age will be able to bear 

the hallmarks of authenticity with remarkable consist-

ency, and the ability to customise and target disinfor-

mation for specific interest groups becomes alarmingly 

simple

Precise targeting can allow malicious actors to target 

their audience with messages they are pre-disposed to 

believe. These messages’ alignment with a person's 
worldview renders them more believable, thereby 

increasing their effectiveness. 

Protecting ourselves against advanced disinformation 

efforts is crucial, and having the ability to differentiate 

between authentic and synthetic content is therefore 

paramount. Using AI-detection tools can serve as a 

frontline defense in our increasingly digital world. 

Why Detection Matters

https://democracy-reporting.org/en/office/global/publications/early-warning-of-latest-disinformation-trends-our-rapid-response-briefs
https://democracy-reporting.org/en/office/global/publications/early-warning-of-latest-disinformation-trends-our-rapid-response-briefs
https://democracy-reporting.org/en/office/global/publications/from-prompt-to-problematic-how-chatgpt-reproduces-country-specific-misinformation
https://democracy-reporting.org/en/office/global/publications/from-prompt-to-problematic-how-chatgpt-reproduces-country-specific-misinformation
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This guide is your comprehensive compass for navigat-

ing the intricate field of advanced disinformation detec-

tion. It is tailored for a broad spectrum of readers, cater-

ing to diverse skill levels, interests, and objectives. 

Whether you are member of civil society fighting disin-

formation, a researcher developing new techniques for 

detection, or a policymaker tasked with designing 

future legislation, this guide provides invaluable 

insights and practical techniques.

This guide is not restricted to the above user profiles; its 

modular design encourages you to select and study sec-

tions most relevant to your needs and interests. As you 

journey through this guide, you will deepen your under-

standing of advanced disinformation and equip your-

self with a diverse array of strategies to detect and 

counter it.

How to Use This Guide

Practical Toolkit: 
For those whose role involves combating 

disinformation directly, the section 

Manual Detection (Section I) will be of 

particular interest. It offers practical 

techniques for the manual identification 

of synthetic content. Additionally, the 

infoboxes in section II (Innovative 

Approaches) showcase the latest artifi-

cial intelligence tools for automating 

and enhancing the detection process.

Research Compass: 
For researchers keen on exploring the 

future of generative AI detection, this 

guide serves as a knowledge hub. 

Section II (Innovative Approaches) offers 

a glimpse into the latest trends and 

sparks ideas for innovative projects 

geared towards advancing the field of AI 

disinformation detection.

Policy Beacon: 
For policymakers involved in resource 

allocation for combating disinformation, 

the sections "Innovative Approaches" 

(Section II) and "Provenance" (Section III) 

provide vital insights. They delve into 

the delicate balance between emerging 

and established disinformation detec-

tion strategies and emphasise the 

importance of tracing information to its 

original source.
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The guide is organised into two main sections, address-

ing both conventional and state-of-the-art methods for 

detecting generative AI. The first section, "Manual 
Approaches", encompasses hands-on techniques that 

don't necessarily require specialised technology. Within 

this section, "Glitch Analysis" teaches how to identify 

visual or auditory markers that may reveal the presence 

of generative AI at face value, exploring common incon-

sistencies or artefacts. Meanwhile, "Metadata Analysis" 
takes a more detailed route, investigating additional 

data and embedded information within files to discern 

clues regarding generative AI usage.

Moving to the second section, "Innovative Approaches", 
the guide shifts its focus to more contemporary and 

technologically sophisticated strategies. "AI-powered 
detection" illustrates cutting-edge research and shows 

how machine learning methods can be harnessed to 

detect generative AI content. The final subsection, 

"Provenance", delves into the importance of content 

authentication through watermarking and cryp-

tographic hashing, elucidating techniques to verify con-

tent origin and integrity.

The roadmap to the detection of generative AI content:

Manual Approaches Innovative Approaches

Glitch Analysis:
Illustrates markers to 
look for that can give 
away generative AI at 
face value.

Al powered 
Detection:
Illustrates cutting-edge 
research in the domain of 
machine learning-pow-
ered detection of genera-
tive AI.

Metadata 
Analysis:
Dissects additional data 
stored in a datafile to see 
whether it gives informa-
tion about the use of 
generative AI.

Provenance:
Shows the importance of 
watermarking and hash-
ing in generative AI 
detection.



In this section, we delve into two key methods that can 

greatly aid your detection process. First, we help you 

identify the common “glitches” that AI m odels cur-

rently produce. Such glitches or anomalies originate 

predominantly from quality issues, where AI models 

have not yet fully mastered mimicking reality. It is 

important to bear in mind, however, that as generative 

AI evolves and improves, these glitches may become 

less conspicuous – or may even vanish. Secondly, our 

guide offers detailed instructions on how to conduct 

metadata analysis – a highly effective technique in this 

context. Metadata, or the accompanying data that pro-

vides information about the origins and characteristics 

of images, sound, or video files, can yield crucial insights 

that help identify generative AI. This guide provides a 

walk through each of these analytical steps across vari-

ous data types, arming you with the skills needed to 

spot AI-generated content. 

Section 1:   
Manual approaches

Rule of Thumb: Trust your gut

While we present various methods to detect generative AI content, the importance of trusting our instincts 

when identifying AI-generated material cannot be stressed enough. Sometimes, simply noticing that some-

thing feels “off” or presents an unrealistic scenario could be the first clue that the content in question might 

be AI-generated. If the actions, scenarios, or sequences portrayed are highly unlikely or outright physically 

impossible in the real world, it serves as a strong indication of potential manipulation or fabrication.

https://arxiv.org/abs/2210.09291
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Glitch 
Analysis  In May, 2023 the circulation of AI-generated images 

depicting the Pentagon engulfed in flames resulted in a 

dip in the stock market. This alarming episode demon-

strates the ability of fabricated visuals to efficiently per-

petuate falsehoods and incite genuine harm. Another 

instance in the United States context involved the circu-

lation of fabricated pictures depicting the arrest of for-

mer president Donald Trump. These images, skilfully 

generated by Elliot Higgings of Bellingcat using the 

text-to-image generation model Midjourney, quickly 

gained traction on Twitter, potentially feeding the 

flames in an already highly-polarised society. 

Both images were circulated to demonstrate the inher-

ent danger of synthetic content weaponised for politi-

cal disinformation. At first glance, the images are con-

vincing. A keen eye can, however, determine whether 
an image was created by generative AI. The following 

steps allow for an initial evaluation.

Checking 
images manually 

1. Watermarks or disclaimers Example

The first step is to check for (traces of) 

visible watermarks that reveal the AI 

nature of an image. Some AI image gen-

erators use visible digital watermarking 

to safeguard authentication. These dis-

claimers can, however, easily be 

cropped or edited with Photoshop.

An image created by Open AI’s DALL-E2 that depicts “a photograph of 
yellow vest riots in Paris”. The coloured visible watermark serves as an 
indicator that the image is a product of text-to-image generation. 
(Source: OpenAI)

Checking 
 
Images  

Videos  

Text  

Audio  

https://www.nbcnews.com/tech/misinformation/fake-picture-explosion-pentagon-spooks-twitter-rcna85659
https://fortune.com/2023/03/23/a-i-generated-photo-video-disinformation-internet/
https://www.dw.com/en/fact-check-how-can-i-spot-ai-generated-images/a-65252602, https://www.scientificamerican.com/article/how-to-tell-if-a-photo-is-an-ai-generated-fake/
https://www.dw.com/en/fact-check-how-can-i-spot-ai-generated-images/a-65252602, https://www.scientificamerican.com/article/how-to-tell-if-a-photo-is-an-ai-generated-fake/
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2. Overstylised images Example

Generative AI may also produce images 

that look too perfect, such as flawless 

skin, hair, and teeth, or may lack natural 

imperfections. 

An image created by Open AI’s DALL-E2 that depicts “a photograph of 
yellow vest riots in Paris”. The coloured visible watera An AI-generated 
businesswoman with flawless skin and hair. Source: Midjourney. 
to-image generation. (Source: OpenAI)

M
id

jo
ur

ne
y

3. Inconsistent details in body parts Example

A useful strategy involves magnifying 

the image to uncover discrepancies and 

inaccuracies, as gAI can sometimes gen-

erate visuals with inconsistent details. 

AI image generators sometimes strug-

gle to perfectly recreate human fea-

tures. This may include body parts that 

do not connect properly, strangely 

blurred faces in the background, or 

other glitches.

A picture of Russian leader Vladimir Putin alleged arrest in, created 
with text-to-image generator Midjourney and shared on Telegram. 
When looking closely at the picture, we can see glitches (blurred 
hands and long fingers, and dissolving helmet visors). (Source: 
Deutsche Welle)

Glitch Analysis

https://www.dw.com/de/faktencheck-wie-erkenne-ich-ki-generierte-bilder/a-65252413
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4. Unusual body proportions Example

In the past, text-to-image generation 

often gravely misrepresented human 

anatomy. Despite advancements, gen-

erative AI still grapples with accurate 

depiction of body proportions, often 

producing anomalies like small hands or 

elongated fingers. Key areas of caution 

include distortions in hands, teeth, 

glasses frames, and ears.

 
This AI-generated picture, in which Russian President Vladimir Putin is 
supposed to have knelt down in front of Chinese President Xi Jinping, 
clearly displays discrepancies in proportions. The kneeling person's 
shoe, for instance, is disproportionately large and wide. The half-cov-
ered head is also very large and does not match the rest of the body in 
proportion, while the ears are too big, and the hands are too small. 
(Source: DW)

5. Unusual lighting Example

Images created with generative AI often 

mismatch in lighting. Examining the 

picture for missing shadows of body 

parts or silhouettes, for shadows that 

do not match the incidence of light, or 

evenly illuminated images can reveal 

indicators of synthetic images.

This example illustrates an AI-generated image of former U.S. 
President Donald Trump allegedly cleaning prison toilets. Even if the 
picture includes shadows of his feet, his silhouette is not casting any 
shadows, nor is his back, which appears to lean against the wall with-
out actually touching it. (Source: Der SPIEGEL)

Glitch Analysis

https://www.dw.com/en/fact-check-how-can-i-spot-ai-generated-images/a-65252602
https://www.spiegel.de/netzwelt/web/kuenstliche-intelligenz-wenn-maschinen-luegen-lernen-a-0e1238fe-2cd1-4d02-bcbc-ece088a6b0da
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6. Blurred and disproportionate text Example

AI image generators often fail to prop-

erly display written text in the form of 

name tags, labels, road signs, and ads.

  
The example illustrates an AI-generated image of former U.S. 
President Donald Trump allegedly speaking in front of the U.S. 
Congress. Zooming into the water bottles and the name tag in front 
of him illustrates that the water bottles do not have any labels, but 
disproportionate QR codes instead. The name tag, on the other hand, 
seems not to be written in the Latin alphabet. (Source: Der SPIEGEL)

7. Errors in object depiction Example

Examining the background of an image 

for deformations, the cloning of objects, 

or artificial blurring can also provide 

clues, as generative AI may struggle to 

create realistic backgrounds, resulting 

in inconsistencies or errors (i.e., dispro-

portionate blending of objects). In this 

case, the building depicted does not 

even resemble the actual Pentagon. 

AI-generated images of an explosion near the Pentagon caused the 
U.S. stock market to drop. The zoomed-in cut-out hints at its synthetic 
nature, as the fence seems to “meld” with the barriers. (Source: 
Twitter)

Glitch Analysis

https://www.spiegel.de/netzwelt/web/kuenstliche-intelligenz-wenn-maschinen-luegen-lernen-a-0e1238fe-2cd1-4d02-bcbc-ece088a6b0da
https://twitter.com/N_Waters89/status/1660651721075351556?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1660651721075351556%7Ctwgr%5Eeed1b4b8eb9e6d7d086da93f7f1be192451946c0%7Ctwcon%5Es1_&ref_url=https%3A%2F%2Fwww.bloomberg.com%2Fnews%2Farticles%2F2023-05-22%2Ffake-ai-photo-of-pentagon-blast-goes-viral-trips-stocks-briefly
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Glitch Analysis

Further Resources:  
Reverse Image Search

Reverse image search tools can be helpful in finding the original source, 
especially if you are not sure about the origin of the image. 

• Google Image Reverse Search
• TinEye
• Forensically: Meta Data Extraction, Noise Analysis, Clone Detection
• Google Fact Check Explorer
• Let’s Enhance.io to improve an image’s resolution and contrast

• Hany Farid’s useful tips on how to perform photo forensics from lighting 

shadows and reflections

https://images.google.com/
https://tineye.com/
https://29a.ch/photo-forensics/#forensic-magnifier
https://toolbox.google.com/factcheck/explorer
https://letsenhance.io/
https://contentauthenticity.org/blog/photo-forensics-from-lighting-shadows-and-reflections
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When understanding how to detect video manipula-

tion, it is important to first understand the differences 

between a deepfake and a fully synthetic video. 

The distinction between cheapfakes, deepfakes and 

fully synthetic videos lies in the degree of manipulation 

and the source material. The simplest form of video or 

manipulation comes in the form of "cheapfakes," which 

do not utilise deep learning but, rather, basic video 

manipulation techniques to deceive viewers. A deep-

fake refers specifically to digitally altered videos, where 

an individual's likeness and actions are imposed onto 

another person's body or context. In contrast, fully syn-

thetic videos involve the creation of entirely fabricated 

media from scratch, using artificial intelligence and 

advanced algorithms. 

Checking  
videos manually  

Synthetic  
Media

Deepfake Fully Synthetic 

There has been a notable rise in the popularity of deep-

fake videos, particularly those involving prominent 

political figures such as former United States President 

Barack Obama, United States Congresswoman Nancy 
Pelosi, and Ukrainian President Volodymyr Zelensky. 

These videos, however, were easily identifiable as deep-

fakes, due to noticeable glitches and low image quality. 

It is important to note that the majority of 

AI-manipulated content in the realm of video produc-

tion is still categorised as deepfakes, rather than com-

pletely AI-generated. 

A recent example of AI-generated content, reported by 

Graphika, revealed a pro-Chinese influence operation 

promoting videos of fictitious people as news anchors. 

The two broadcasters, purportedly anchors for a news 

outlet called Wolf News, are not real people. According 

to the report, they are computer-generated avatars pro-

duced using an AI video-creation platform, Synthesia, a 

commercial company in the United Kingdom. The 

videos are considered the first known instances of 

AI-generated video technology used as part of a state-

aligned information campaign. But they still show some 

glitches. The anchors’ voices fail to sync with some of 

the movement of their mouths and, at times, their 

facial expressions are pixelated.

An AI-generated avatar acting as a “news anchor” in a Wolf 
News video. Source: The New York Times

Glitch Analysis

https://www.theverge.com/tldr/2018/4/17/17247334/ai-fake-news-video-barack-obama-jordan-peele-buzzfeed
https://www.cbsnews.com/news/doctored-nancy-pelosi-video-highlights-threat-of-deepfake-tech-2019-05-25/
https://www.cbsnews.com/news/doctored-nancy-pelosi-video-highlights-threat-of-deepfake-tech-2019-05-25/
https://twitter.com/MikaelThalen/status/1504123674516885507
https://democracy-reporting.org/en/office/global/publications/what-a-pixel-can-tell-text-to-image-generation-and-its-disinformation-potential
https://www.synthesia.io/
https://www.graphika.com/reports/deepfake-it-till-you-make-it
https://www.nytimes.com/2023/02/07/technology/artificial-intelligence-training-deepfake.html
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The indicators described below are relevant for the detection of both deepfakes and AI-generated videos:

1. Inconsistent lighting Example

One telltale sign of a deepfake or syn-

thetic video can be inconsistencies in 

lighting and shadows. In the real world, 

light and shadows follow a consistent 

logic, based on the position and type of 

light sources. AI algorithms often strug-

gle to accurately reproduce these condi-

tions, however. When examining a 

video, look carefully at the lighting con-

ditions. Does the light on the subject's 

face align with the light sources present 

in the background? Also, scrutinise the 

shadows. If a person is supposedly lit 

from the front, their shadow should 

logically be behind them. 

  
In this AI-generated version of former U.S. President Donald Trump 
and U.S. President Joe Biden, we can see the difference in lighting that 
both then presidential candidates receive. It is quite clear that they 
are not in the same room, and that the videos are not real. Source: 
Twitch.

2. Unusual eye/body movements Example

Another potential indicator of a syn-

thetic video is unnatural eye and body 

movement. Human eye movement and 

blinking patterns are complex and often 

subtle, making them difficult for AI 

technology to replicate convincingly. If 

the person in the video seems to be 

staring unnaturally, blinking too often, 

or not blinking at all, this could be a sign 

of a synthetic video. Similarly, real 

human body movements are fluid and 

natural, but deepfakes can produce dis-

tortions, such as inconsistent body 

shapes and awkward postures.

In this video, you can see AI-generated people acting as “news 
anchors” in Wolf News videos. In the videos, their mouth and eye 
movements are not really synced. Source: Graphika

Glitch Analysis

https://www.findlaw.com/legalblogs/practice-of-law/tips-for-catching-deepfakes-in-evidence/
https://www.twitch.tv/trumporbiden2024
https://public-assets.graphika.com/reports/graphika-report-deepfake-it-till-you-make-it.pdf
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3. Lip-sync accuracy Example

When analysing a video that contains 

dialogue, it is important to pay close 

attention to the synchronisation of the 

lip movements with the audio. Trying to 

match the visual with the auditory ele-

ments is a key indicator in identifying 

potential AI manipulation in a video. If 

there is poor lip-sync or noticeable dis-

crepancies between the spoken words 

and the movements of the lips, this can 

serve as a red flag.    
A manipulated video of Florida Governor Ron DeSantis announcing 
that he is dropping out of the 2024 presidential race has been making 
the rounds on social media. You can notice his mouth movements are 
not very natural and the audio quality is not high. Source: Forbes

4. Unusual or distorted reflections Example

Carefully examine reflective surfaces, 

such as mirrors, glass, or other objects 

that possess reflective properties. 

Abnormal or distorted reflections can 

sometimes indicate that the video has 

been manipulated.

A recorded speech originally given by U.S. Vice President Kamala 
Harris on April 25, 2023, at Howard University, was digitally altered to 
replace the original voice track with a seemingly inebriated and ram-
bling voice. Still, you can note the blurred background and low quality 
of the picture. Source: Reuters

Glitch Analysis

https://www.forbes.com/sites/petersuciu/2023/09/02/there-is-now-a-deep-fake-video-of-ron-desantis-dropping-out-of-the-2024-race/?sh=493ec1ab7bf9
https://www.reuters.com/article/fact-check-video-of-kamala-harris-rambli-idUSL1N3712OM
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Glitch Analysis

Further Resources:  
Analysing Video Content

Tools that can sequence videos or apply a reverse 
image search to video content directly can be helpful 
in verifying whether a video has been manipulated.

• InVID Verification Plugin 
• Amnesty International's YouTube Dataviewer
• Deepware
• Watch a sequence frame-by-frame with VLC Player

https://www.invid-project.eu/tools-and-services/invid-verification-plugin/
https://citizenevidence.amnestyusa.org/
https://scanner.deepware.ai/
https://www.howtoverify.info/Video/Who/Who_created_content/Audio_from_video_extraction/VLC_audio_extraction
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In late April, NewsGuard found a number of low-quality 

news and information websites generated by AI that 

produce clickbait articles to optimise ad revenue. 

Within two weeks, this number more than doubled, 

with 125 websites identified that were entirely or 
mostly generated by AI tools, spreading false or unsub-

stantiated claims about health and United States poli-

tics. In and audit conducted by NewsGuard in August 

2023, OpenAI’s ChatGPT and Google’s Bard were found 

to have a high probability of generating false and 

deceiving statements. 

Texts generated by large language models (LLMs) are 

more difficult to detect than other AI-generated con-

tents, as they are trained to imitate human-written 

text. The shorter the text is, the fewer the observable 

glitches that reveal the coordinated or artificial produc-

tion of false information. Fact-checkers and forensics 

experts still believe there are ways to detect whether a 

text was written by AI or not and, therefore, to question 

the accuracy of its content:

Checking  
Text Manually 

1. Outdated or incomplete data Example

One approach is to look for how the text 

deals with recent events. ChatGPT, for 

instance, is trained on outdated data 

from 2021 (GPT-3) or 2022 (GPT-4). 

Factual information about events that 

took place more recently is difficult for 

the model to include, and highly likely 

to be invented. Sometimes, the answers 

the models produce are so far removed 

from the context that it makes it easy to 

identify the synthetic nature of the text. 

Glitch Analysis

https://www.newsguardtech.com/special-reports/newsbots-ai-generated-news-websites-proliferating/
https://www.newsguardtech.com/special-reports/newsbots-ai-generated-news-websites-proliferating/
https://www.newsguardtech.com/special-reports/newsbots-ai-generated-news-websites-proliferating/
https://www.newsguardtech.com/special-reports/red-teaming-finds-openai-chatgpt-google-bard-still-spread-misinformation/
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2. Repetitive content and error messages Example

Due to their automatic nature, bots using AI-generated 

text on tech platforms are not adjusting text produced 

by large language models; they simply reply with text 

created by AI. If an answer repeats something a number 

of times, contains strange errors that a person wouldn’t 

make, or says something that doesn’t make sense in the 

context of what you’re reading, you might be reading 

AI-generated content. 

Therefore, several statements can be red flags indicat-

ing a comment on a platform was not written by an 

authentic source. The same applies to articles produced 

with AI:

• (Sorry), as an AI model, (I cannot create inappropriate 

or offensive content)...

• This [...] violates OpenAI’s content policy.

• I cannot complete this task.

• I cannot generate a phrase with the given word.

• [...] is an unrecognised word in the English language. 

• I don’t have access to current events.

 

When looking for the search phrase “as an AI model” on Twitter, this pattern of bots writing comments with the use of a text generation model can be detected. 
The line “I’m sorry, but as an AI model, I cannot generate inappropriate or offensive content”, for example, is a clear indicator. (Source: Twitter)

Glitch Analysis

https://twitter.com/jsrailton/status/1647812843239088129
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In recent years, the dangers of artificial audio have 

become visible. In 2019, for example, a group of fraud-

sters used AI-powered software to cheat a United 

Kingdom-based energy company out of money. By 

mimicking the voice of the chief executive of the 

German parent company, they requested a transfer of 

€220,000 to a Hungarian supplier. The ability to suc-

cessfully imitate the chief executive's voice, even imi-

tating his slight German accent and intonation, led the 

company to comply with the fraudulent request.

The incident shows how technologies that emulate 

human speech are making huge strides, evolving rap-

idly to deliver increasingly natural and believable out-

put. Despite these significant advancements, potential 

glitches still exist, however, providing us with indicators 
to look out for when trying to detect synthetic speech. 

Checking  
Audio Manually 

1. Robotic Voice Example

Despite improvements, some text-to-speech (TTS) sys-

tems still generate voices that lack the fluid, dynamic 

quality of natural human speech, making them sound 
distinctly robotic. Human speech is rich with emotion, 

reflected in our intonation, rhythm, and stress. 

   Recording: “Tongue Twister.mp3”
In the following audio file, a TTS system is given the task of reading an invented 
text that includes some of the most difficult words to pronounce in English. While 
it manages the pronunciations well, the recording still has a robotic character.

2. Pronunciation and Mispronunciations Example

TTS systems can trip up on words that are uncommon, 

spelt unusually, or not included in the system's data-

base, resulting in glaring pronunciation errors. This can 

also occur with words that have different pronuncia-

tions, depending on context.

   Recording: “Obama Rilke.mp3”
Demonstrating pronunciation issues in the extreme, in the following audio file, a 
TTS system imitates former U.S. President Barak Obama's voice reading the begin-
ning of Rilke's poem "Herbst." Since the model appears not to be trained in the 
German language, the result is extreme pronunciation issues, rendering the audio 
as incomprehensible gibberish.

3. Unnatural Pauses Example

Speech generated by TTS systems can contain awkward 

pauses, either too long or too short, between words or 

phrases. These unnatural breaks disrupt the flow of 

speech, making it seem disjointed and artificial.

   Recording: “Elon Musk Robert Frost.mp3
In the audio, a TTwS system imitates tech billionaire and PayPal founder Elon 
Musk's voice as it reads Robert Frost's poem "The Road Not Taken." The recitation is 
marred by unnatural pauses, disrupting the natural flow of the poem.

Glitch Analysis

https://www.wsj.com/articles/fraudsters-use-ai-to-mimic-ceos-voice-in-unusual-cybercrime-case-11567157402
https://www.respeecher.com/blog/four-common-synthetic-speech-problems-solve-them
https://www.respeecher.com/blog/four-common-synthetic-speech-problems-solve-them
https://murf.ai/resources/text-to-speech-voice-generation-common-issues-and-solutions/
https://murf.ai/resources/text-to-speech-voice-generation-common-issues-and-solutions/
https://drive.google.com/file/d/1MKnQKLXr6i0e_T6jS5iTKIAEl-gnl70i/view?usp=drive_link
https://drive.google.com/file/d/1hVqHhs7UxMkFbWOZxpQu6_lGTaMe3BKh/view?usp=drive_link
https://drive.google.com/file/d/1UVTCbLoCrPwc7SW7LEstfTjqoLRaxwsb/view?usp=drive_link
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5. Speaker Identity Issues Example

Both TTS and Speech-to-Speech technol-

ogies can struggle to closely mimic the 

voice of the target speaker, especially 

when there is a lack of original audio 

data to use for speech synthesis. The 

more extensive and diverse the original 

audio data, the more accurate the gen-

erated speech will be.

   

Recording: “Mary had a little lamb.mp3"
In the following audio, a TTS system imitates 
the voice of the United Kingdom’s Queen 
Elisabeth II, reading “Mary had a little lamb”. 
While approximating her voice quite artfully, 
an audible difference from the original 
remains.  

4. Rhythm Issues Example

Capturing the natural rhythm that 

spans multiple words is a significant 

challenge for TTS systems, because it 

requires understanding the meaning of 

what is being said.

   

Recording: “La bamba.mp3”
Demonstrating rhythm issues in the extreme, 
in the following audio file, a TTS system is 
tasked with reading out the lyrics to the 
Mexican folk song “La Bamba”. Unaware that 
these are song lyrics, TTS system uses a 
non-rhythmic voice.

Glitch Analysis

Further Resources:  
Analysing Audio Content

Tools that can be helpful in 
verifying whether an audio  
has been manipulated. 

• Sonic Visualiser
• Spek
• Voice Inspector for  

Forensic Experts

https://drive.google.com/file/d/1N5TcL7pVY8nT_mdqqKBSzMSsrnW3zJ13/view?usp=drive_link
https://drive.google.com/file/d/1AjkVkLQSVh_dx1Hd8sVmSJoXieEIKZ33/view?usp=drive_link
https://www.sonicvisualiser.org/
https://www.spek.cc/
https://www.phonexia.com/use-case/audio-forensics-software/?utm_campaign=google_cpc_search_gov&gad=1&gclid=CjwKCAjwjaWoBhAmEiwAXz8DBU2yn0RClSIdnc-biR4Z7u8UKbz65X_L8Zkdi4XAVmiKbZ2bVIalQhoCp2IQAvD_BwE
https://www.phonexia.com/use-case/audio-forensics-software/?utm_campaign=google_cpc_search_gov&gad=1&gclid=CjwKCAjwjaWoBhAmEiwAXz8DBU2yn0RClSIdnc-biR4Z7u8UKbz65X_L8Zkdi4XAVmiKbZ2bVIalQhoCp2IQAvD_BwE
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Metadata 
Analysis

As we delve deeper into the realm of detecting genera-

tive AI, we discover that the task is not merely about 

identifying glitches or anomalies in synthetic content. 

With the rapid advancement in AI technology, the lines 

between real and artificial are becoming increasingly 

blurred across various media forms, such as images, 

videos, text, or audio. This complexity makes metadata 

analysis a crucial tool in the arsenal for identifying 

AI-generated disinformation.

Let's talk about metadata. In the simplest terms, meta-

data is the hidden layer of information that accompa-

nies every media file we encounter. It provides a wealth 

of information, including the origin of the file, its size 

and format, and other distinctive properties. The true 

power of metadata lies in its capacity to provide a nar-

rative that extends beyond what we see or hear at the 

surface level. Through careful scrutiny of these indica-

tors, we can gather valuable insights allowing us to rec-

ognise artificially created or manipulated material.

One of the key advantages of metadata analysis is its 

scalability. Leveraging automation and a versatile 

coding language like Python, you can efficiently ana-

lyse massive volumes of media content. This strength 

enables you to uncover potential threats or anomalies 

at a scale that would be impossible to achieve manu-

ally. To help harness this power, we provide straight-

forward Python scripts that aid in the automation of 

metadata analysis.

It is crucial to remember, however, that analysing meta-

data isn't a silver bullet. Skilled manipulators can alter 

or strip away this information, making the detection 
process trickier. Also, most social media platforms 

delete the metadata of shared content. Therefore, as 

you embark on this journey, be prepared to employ 

multiple detection methods to accurately assess the 

integrity of digital media.

This section provides a stronger understanding of how 

to analyse metadata effectively and understand its role 

in the broader landscape of generative AI detection. It 

also offers practical Python scripts that facilitate auto-

mated, scalable analysis.

https://fact.technology/learn/fact-checking-the-images-in-a-generative-ai-era/
https://fact.technology/learn/fact-checking-the-images-in-a-generative-ai-era/
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counterfeit articles, videos, and polls. The perpetra-

tors furthered this scheme by purchasing numerous 

internet domains resembling those of the real media 

outlets, and then copying their designs.

By analysing the video metadata of Doppelganger's 

content, EU DisinfoLab identified crucial evidence 

that strongly indicated the websites were 

Detecting Disinformation through Metadata

On 27th September 2022, EU DisinfoLab uncovered 

an ongoing Russia-based influence campaign, active 

since May 2022 in Europe, named Doppelganger. As 

part of this operation, Russian-based actors had cre-

ated "clones" of at least 17 genuine media providers, 

such as Bild and The Guardian, to target users with 

fraudulent. Through the metadata, they found that 

the videos were created on computers with Russian 

language settings. One computer's clock was set to 

GMT+8, suggesting the videos may have been pro-

duced in Siberia, specifically the Irkutsk region. 

Additionally, the metadata exposed the names of 

the video project files, including terms that could be 

translated to MSC P Germany and Germany2, with 

MSC possibly standing for Moscow, further linking 

the operation to Russia.

When analysing metadata for detection, there are 

a few indicators to look for. Be aware that the level 

of detail the metadata extraction tools are provid-

ing depends on the amount of data that is stored 

in the content.

Figure 1. Metadata of Doppelganger videos show Russian-speaking connections with the fake video fabrication. Source: EU DisinfoLab

Metadata Analysis

https://www.disinfo.eu/wp-content/uploads/2022/09/Doppelganger-1.pdf
https://www.disinfo.eu/wp-content/uploads/2022/09/Doppelganger-1.pdf


  Back Glossary Introduction S1: Manual approaches S2: Innovative Approaches Page 28

Checking timestamps in the metadata can be crucial in 

uncovering disinformation, as a timestamp that does 

not match the actual event depicted in the photo may 

reveal that the image was not taken at the scene. 

Instead, it may have been artificially created using gen-

erative AI, thus indicating a potential manipulation or 

fabrication.

If a large number of files were created at the exact 

same time, this could indicate they were generated 

using AI, since human content creation is more sporadic 

and random. Synthetic image files are often created in a 

single session, which could be reflected in the metadata 

timestamps. If the creation and modification times-

tamps are identical or very close together, this could 

indicate a synthetic origin.

File Creation  
Date/Time Stamp: 

Pictures created with the text-to-image model Kandinsky 2.1:
(Metadata extracted with Windows File Explorer)

Picture Filename Date Filetype Size

1.png 28.04.2023 16:23 PNG-File 743 KB

2.png 28.04.2023 16:24 PNG-File 768 KB

3.png 28.04.2023 16:25 PNG-File 805 KB
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Metadata Analysis
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Some synthetic image or audio generators may leave 

specific markers or notes in the metadata fields. For 

example, a text-to-image program might leave a note 

in the comments field indicating its use.

Metadata  
Fields

   
Metadata extracted with: https://exif.tools/, Source: Elliot Higgins on Twitter.

File Type Extension jpg

MIME Type image/jpeg

Exif Byte Order Big-endian (Motorola, MM)

Image Description AI images of former U.S. President Donald Trump’s 
arrest, conviction and imprisonment, generated by 
Eliot Higgins with the help of Midjourney

Metadata Analysis

https://exif.tools/
https://twitter.com/EliotHiggins/status/1637927681734987777
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Wikimedia Commons Picture (Authentic)

   
Type of information that can be derived  
from metadata (metadata extracted with 
https://exif.tools/)

Image Created with Bing Image Creator (Dall-E) (Synthetic)

   
Type of information that can be derived  
from metadata (metadata extracted with 
https://exif.tools/)

1. File Type: image/peg
2. Error: 0
3. Upload Size: 923072
4. exiftool: Name
5. ExifTool Version Number
6. File Name
7. Directory
8. File Size
9. File Modification Date/Time
10. File Access Date/Time
11. File Inode Change Date/Time
12. File Permissions
13. File Type
14. File Type Extension
15. MIME Type
16. Exif Byte Order
17. Photometric Interpretation
18. Orientation
19. Samples Per Pixel
20. X Resolution
21. Y Resolution
22. Resolution Unit
23. Software
24. Modify Date
25. Exif Version
26. Color Space
27. Exif Image Width
28. Exif Image Height
29. Compression
30. Thumbnail Offset
31. Thumbnail Length
32. Current IPTC Digest
33. Coded Character Set
34. Application Record Version
35. PTC Digest
36. Displayed Units X
37. Displayed Units Y
38. Print Style
39. Print Position
40. Print Scale
41. Global Angle
+84 metadata variables

1. File Name
2. Directory
3. File Size
4. File Modification Date/Time
5. File Access Date/Time
6. File Inode Change Date/Time
7. File Permissions
8. File Type
9. File Type Extension
10. MIME Type
11. JFIF Version
12. Resolution Unit
13. X Resolution
14. Y Resolution
15. Image Width
16. Image Height
17. Encoding Process
18. Bits Per Sample
19. Color Components
20. Y Cb Cr Sub Sampling
21. Image Size
22. Megapixels

Metadata Analysis

Authentic content often has extensive metadata, includ-

ing location data, equipment used, settings, and more. In 

the case of images, for example, photos produced by a 

human usually contain Exif data (metadata specific to 

image files), which shows information about the camera 

used, and settings such as the aperture, ISO, shutter 

speed, etc. If this data is missing, it might be a clue that 

the image was generated by AI. This is not definitive, 

however, as the Exif data can also be stripped intention-

ally. Also, most social media platforms delete the meta-

data of shared content. 

The Absence of  
Certain Metadata 

https://exif.tools/
https://exif.tools/
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Look for patterns or repetition in the metadata. AI 

might be programmed to generate similar or identical 

metadata for every file it creates, whereas human-gen-

erated files would likely be more varied. Compare the 

following metadata from synthetic and authentic pic-

tures depicting the chamber of the European 

Parliament:

Patterns  
in Metadata

Synthetic Image (Dall-E) Authentic

Metadata for OIG.jpg:

Metadata: 
- Image width: 270 pixels
- Image height: 270 pixels
- Bits/pixel: 24
- Pixel format: YCbCr
- Compression: JPEG (Baseline)
- Comment: 76% (approximate)
- Format version: JFIF 1.01
- MIME type: image/jpeg
- Endianness: Big endian

Metadata for  
European-parliament-strasbourg-inside.jpg:

Metadata: 
- Image width: 600 pixels
- Image height: 450 pixels
- Image orientation: Horizontal (normal)
- Bits/pixel: 24
- Pixel format: YCbCr
- Image DPI width: 72 DPI
- Image DPI height: 72 DPI
- Creation date: 32
- Camera aperture: 2.97
- Camera focal: 2.8
- Camera exposure: 1/15
- Camera model: Canon PowerShot A40
- Camera manufacturer: Canon
- Compression: JPEG (Baseline)
- Thumbnail size: 6906 bytes
- EXIF version: 0220
- Date-time original: 32
- Date-time digitized: 32
- Compressed bits per pixel: 3
- Shutter speed: 3.91
- Aperture: 2.97
- Exposure bias: 0
- Focal length: 5.41
- Flashpix version: 0100
- Focal plane width: 7.77e+03
- Focal plane height: 7.74e+03
- Comment: 80%
- Format version: JFIF 1.01
- MIME type: image/jpeg
- Endianness: Big endian

Synthetic Image (Dall-E) Authentic

Metadata for OIG2.jpg: 

Metadata: 
- Image width: 270 pixels
- Image height: 270 pixels
- Bits/pixel: 24
- Pixel format: YCbCr
- Compression: JPEG (Baseline)
- Comment: 76% (approximate)
- Format version: JFIF 1.01
- MIME type: image/jpeg
- Endianness: Big endian

Metadata for Hemicycle_of_European_ 
Parliament,_Strasbourg,_with_chamber_orchestra_
performing.jpg: 

Metadata: 
- Title: <KENOX S630  / Samsung S630>
- Image width: 2816 pixels
- Image height: 2112 pixels
- Image orientation: Horizontal (normal)
- Bits/pixel: 24
- Pixel format: YCbCr
- Creation date: 36
- Camera aperture: 2.97
- Camera focal: 2.8
- Camera exposure: 1/45
- Camera model: <KENOX S630  / Samsung S630>
- Camera manufacturer: Samsung Techwin
- Compression: JPEG (Baseline)
- Thumbnail size: 3742 bytes
- ISO speed rating: 200
- EXIF version: 0220
- Date-time original: 36
- Date-time digitized: 36
- Compressed bits per pixel: 4.05
- Shutter speed: 5.5
- Aperture: 0
- Exposure bias: 0
- Focal length: 5.8
- Flashpix version: 0100
- Focal length in 35mm film: 35
- Producer: 705141
- Comment: 40% (approximate)
- MIME type: image/jpeg
- Endianness: Big endian

Metadata Analysis
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Further Resources:  
How to extract, use, and store metadata

• How to send encrypted photos while preserving metadata
• Downloadable ExifTool to extract metadata
• Metadata 2Go
• InVid: Web-based integrated toolset for image and video 

verification

https://citizenevidence.org/2020/04/20/sending-encrypted-photos-while-preserving-metadata/
https://exiftool.org/
https://www.metadata2go.com/
https://www.invid-project.eu/tools-and-services/invid-verification-plugin/
https://www.invid-project.eu/tools-and-services/invid-verification-plugin/
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The following section presents a couple of Python 

scripts that can be used for automating metadata anal-

ysis. These scripts are particularly advantageous for 

those looking to conduct large-scale examinations of 

metadata themselves. Specifically, they enable you to 

search for distinct factors we've previously discussed, 

such as the presence of identical metadata across mul-

tiple files. By employing these scripts, you can efficiently 

pinpoint these factors, saving time and enhancing the 

precision of your analysis.

How to automatise 
metadata analysis 
with Python scripts

Analysing Image metadata using subprocess

# Import the subprocess library, which allows you to spawn new processes
import subprocess

# Define the path to the image
imgPath = "path/sample.png"
# Define the process to be executed, in this case "hachoir-metadata"
exeProcess = "hachoir-metadata"

# Start the subprocess, passing in the process name and image path
# subprocess.PIPE allows you to redirect the standard output and standard error
# universal_newlines=True allows the output to be in text mode
process = subprocess.Popen([exeProcess,imgPath],
                        stdout=subprocess.PIPE,
                        stderr=subprocess.STDOUT,
                        universal_newlines=True)

# Initialize an empty dictionary to store the metadata tags
Dic={}

# Loop through each line of the process's standard output
for tag in process.stdout:
     # Strip leading/trailing whitespace and split the line at the colon
     line = tag.strip().split(':')
     # The key is the first part of the split, the value is the last part
     Dic[line[0].strip()] = line[-1].strip()

# Loop through the items in the dictionary
for k,v in Dic.items():
 # Print the key and value, separated by a colon
 print(k,':', v)
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Analysing audio metadata using tinytag Analysing Video Metadata using VideoFileClip 

from tinytag import TinyTag

def print_audio_metadata(audio_path):
    # Get the audio file's metadata
    tag = TinyTag.get(audio_path)
    # Print the metadata
    print(tag)

# Replace with the actual path to your audio file
print_audio_metadata('/content/welcome.mp3')

# Import the VideoFileClip module from the moviepy.editor library
from moviepy.editor import VideoFileClip

def print_video_metadata(video_path):
    # Create a VideoFileClip object
    clip = VideoFileClip(video_path)
    # Print video metadata
    print('Duration: ', clip.duration)  # Video duration in seconds
    print('FPS: ', clip.fps)  # Frames per second
    print('Size: ', clip.size)  # Video size in pixels [width, height]

# Replace with the actual path to your video file
print_video_metadata('path_to_your_video_file')



This section provides two further tools for our toolbox 

in the fight against disinformation. First, we will explore 

the cutting-edge research in AI-powered detection, 

showcasing the immense potential of machine learning 

for identifying generative AI's subtle signatures. You 

will then be introduced to the concept of provenance, 

shedding light on the essential techniques of water-

marking and hashing that help trace the origins of gen-

erative AI content. Both of these types of techniques are 

paramount for maintaining the upper hand in distin-

guishing between authentic and synthetic content. 

Section 2:   
Innovative  
Approaches
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The advent of generative Artificial Intelligence (gAI) 

has relied on the development of sophisticated 

machine learning models. Much like in a cat-and-

mouse game, however, researchers have also tried to 

leverage the power of advanced machine learning 

models for detecting AI-generated content. They have 

meticulously scoured synthetic content for revealing 

artefacts that can provide a clear differentiation. 

In this section, we will guide you through the multifac-

eted scientific approaches utilised to detect generative 

AI, employing the advanced capabilities of machine 

learning (ML). Our exploration will offer two distinct 

lenses that may be helpful to you: model-driven and 

indicator-driven explanations. With regard to mod-

el-driven explanations, we'll help you understand the 

specific characteristics of ML algorithms and how they 

reveal the underlying nature of synthetic media. The 

indicator-driven explanations, on the other hand, will 

illuminate the biological and technical markers that 

researchers use to differentiate between authentic 

and synthetic output. This section is not meant to pro-

vide an exhaustive list but, rather, a tailored guide to 

demonstrate the innovative and diverse nature of 

research that is currently flourishing in the field of 

generative AI detection. The insights provided here 

should enhance our comprehension of this evolving 

and critical area of study.

Overview of approaches presented:

Medium Approach Type of 
explanation

Image Feature-based 
detection

Model-based 
explanation       

Image Frequency-based 
detection

Model-based 
explanation       

Video Biological marker 
detection  
(i.e., heartbeat, facial 
expression)

Indicator-based 
explanation  

Text Zero-shot detection Model-based 
explanation

Text Classifier-based 
detection

Model-based 
explanation

Sound/
Speech

Biological marker 
detection (limita-
tions of speech)

Indicator-based 
explanation  

Sound/
Speech

Technical marker 
detection

Indicator-based 
explanation  

AI-powered  
Detection
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Feature-based Detection 

Feature-based methods are a common approach in 

machine learning, and they are particularly useful when it 

comes to detecting synthetic or artificially generated 

images. This approach revolves around identifying and 

extracting specific characteristics, or "features", from a set 

of images. For instance, these might be colour distributions, 

shapes, texture patterns, or any other attribute that could 

help in distinguishing between real and synthetic images.

Once these features are identified and extracted, they 

are used to train a machine learning model. This train-

ing process involves feeding the model with these fea-

tures, along with their corresponding labels, i.e., 

whether the image from which the features were 

extracted is real or synthetic. Over time, through a 

Image

process of iterative learning and adjustment, the model 

learns to recognise patterns or correlations between 

the features and the labels.

Post-training, when a new, unlabelled image is pre-

sented to the model, it extracts the relevant features 

from this image, just as it was trained to do. Then, 

based on the patterns it learned during training, it pre-

dicts whether these features are more likely to belong 

to a real or synthetic image.

How does this work? 

For example, let's take a model that uses Convolutional 

Neural Networks (CNNs), a specific type of machine learn-

ing model. This model is trained using a large set of real and 

synthetic images. It studies the unique features in both 

types of images, and learns to distinguish between them. 

Once trained, this model can take a new image, analyse its 

features, and classify it as authentic or synthetic. 

Some researchers have found ways to improve this 

model by making changes to the structure of the net-

work and the way the images are processed. They've 

also discovered that using different image augmenta-

tion techniques (like flipping, cropping, or rotating 

images during training) can help the system become 

better at detecting synthetic images.

Some models even focus on specific local regions or 

patches of an image, rather than analysing the whole 

image. This can help the system spot anomalies or dis-

crepancies that might be missed when looking at the 

image as a whole.

AI-powered Detection

https://arxiv.org/pdf/2304.12053.pdf
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Frequency-based Detection 

Frequency-based methods for detecting AI-generated 

images focus on analysing the colour and frequency 

characteristics of the images. The basic idea is that any 

image can be represented as a combination of different 
frequency components. High-frequency components 

refer to the fine details of an image, such as sharp 

edges or sudden changes in colour. Low-frequency com-

ponents, on the other hand, represent the broad, 

smooth areas of an image, like a clear sky or a plain 

wall. These frequencies, when combined, form the com-

plete image as we see it.

How does this work? 

Some models use something called co-occurrence 

matrices in both the spatial and frequency domains. 

This means they look at how often certain combina-

tions, or “artefacts”, of pixels appear in an image. The 

system feeds this data into machine learning models, 

which learn to recognise patterns that are typically 

found in synthetic images.

Artefacts in this context refer to unnatural patterns, 

irregularities, or anomalies present in the synthetic 

images. These are often unintended by-products of the 

generation process, and can be used as clues to distin-

guish synthetic images from real ones. These artefacts 

might manifest as unusual distributions of frequencies 

or odd patterns in the spectrum space.

Hence, researchers have focused on spectrograms. 
Spectrograms are like maps of the different frequen-

cies that make up an image. They have two parts: 

magnitude, which tells us how strong each frequency 

is; and phase, which tells us the timing of each fre-

quency. When we talk about images, such frequencies 

are really just different patterns or repeated elements.

Further, researchers have noticed that synthetic or artifi-

cially created images often have certain "geometric 

grids", or patterns that show up in their spectrograms. 

These patterns might look like regular grids or checker-

board patterns. By recognising and looking for these spe-

cial patterns, researchers have been able to train their 

models to detect whether an image is real or synthetic.

Figure 2. The frequency maps – spectrograms – for real images and synthetic images differ 
in geometry. When looking at the real images, its patterns are a lot more complex and less 
symmetrical than the synthetic sequences. Source: DRI adaption from Improving 
Synthetically Generated Image Detection in Cross-Concept Settings 

Real

Spectograms  
for real images

Spectograms for 
synthetic images

Spectogram doesn't indicate 
authenticiy in image

Spectogram indicates 
authenticiy in image

Synthetic

ML  
Classifier

ML  
Classifier

AI-powered Detection

https://arxiv.org/pdf/2304.12053.pdf
https://arxiv.org/pdf/2304.12053.pdf
https://arxiv.org/pdf/2304.12053.pdf
https://arxiv.org/pdf/2304.12053.pdf
https://arxiv.org/pdf/2304.12053.pdf
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Further resources:  
Tools to automatically investigate whether  
an image is AI-generated

• AI Image Detector
• Optic’s AI or Not
• DeepMind’s SynthID beta version*

*SynthID in its beta version is only applicable to Google’s 
text-to-image generator Imagen.

AI-powered Detection

https://huggingface.co/spaces/umm-maybe/AI-image-detector
https://www.aiornot.com/#home
https://www.deepmind.com/synthid
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For our rapid response brief Stable Diffusion, Open 
Access Image Generation and Disinformation, in 2022, 

we asked Stable Diffusion to generate pictures of an 

alleged arrest of US president Joe Biden. Back then, the 

images were very blurred and disproportionate, hence 

still easy to falsify as synthetic. Let’s see how well the 

different detectors identify the AI-generated images 

we asked Stable Diffusion to produce.

AI Image Detector
What is the AI Image Detector?

Input and output data
The model is testing an image’s likelihood to be artifi-

cial or human in percentage points. As we can see, 

using our very rudimentary, Stable Diffusion-generated 

picture, the AI Image Detector detects correctly that the 

image is artificial, with a 54 per cent probability. 

Toolbox: 
Image Detection Tools

 Optic AI or Not
What is Optic AI or Not?

This ML-based model compares the input image to 
known patterns, artefacts, and characteristics of popu-
lar AI models and human-made images.

Which outputs can AI or Not detect?

Stable Diffusion, Midjourney, DALL-E, GANs

Input and output data
The model correctly classifies a Midjourney-

created image that Eliot Higgings shared on 

Twitter as “generated by AI”. It does not offer, 

however, a confidence level or credibility percent-

ages for its AI detection. 

https://democracyreporting.s3.eu-central-1.amazonaws.com/images/634d2e8f5a221.pdf
https://democracyreporting.s3.eu-central-1.amazonaws.com/images/634d2e8f5a221.pdf
https://huggingface.co/spaces/umm-maybe/AI-image-detector
https://www.aiornot.com/
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Infobox: Use with care

Both tools described above classified our examples correctly. We see that the tools can assist a forensic anal-

ysis, but should be taken with a grain of salt, because they do not always classify every image correctly. 
Image detection tools are often prone to struggling with altered images (e.g., resizing, adding grains, or crop-

ping) or content of low quality (e.g., reduced resolution). There is still room for improvement in their level of 

accuracy; some companies are now trying to identify the use of AI in images by evaluating perspective or the 

size of subjects’ limbs, in addition to analysing pixels. 

https://www.nytimes.com/interactive/2023/06/28/technology/ai-detection-midjourney-stable-diffusion-dalle.html


  Back Glossary Introduction S1: Manual approaches S2: Innovative Approaches Page 42

In the field of visual content, videos are canvases of 

motion and change, setting them apart from static 

images. Within this dynamic landscape, the emer-

gence of detection models introduces a groundbreak-

ing capability that goes beyond static features. Novel 

detection models possess the ability to delve into bio-

logical signals – subtle cues that often remain con-

cealed amidst the flurry of motion. Whether it's the 

beating of a heart or the tiny actions of cells, these 

models help us discover things we couldn't before, 

changing how we understand and detect fully syn-

thetic videos.

Detection of Synthetic  
Videos Using Biological Signals

The detection of synthetic videos using biological sig-

nals is a burgeoning area of research. There are a few 

models for detecting synthetic content in videos by 

identifying unique characteristics that are inherently 

Videos

shaped by the physics and biology of the real world. 

These characteristics, or biological “signals”, concealed 

within videos serve as implicit indicators of authenticity 

and, by harnessing physiological signals and involun-

tary responses that are difficult to control, it becomes 

possible to identify anomalies or artefacts introduced 

through manipulation techniques. This is because these 

signals have proven challenging for generative models 

to replicate accurately in the realm of videos, due to the 

models’ limited understanding of how these authentic 

traits manifest. 

How does this work? 

In the current research field, there are a few biological 

signals used as authenticity indicators: 

1)  Heartbeat analysis: Synthetic video detection algo-

rithms can analyse subtle variations in a person's 

heartbeat, such as pulse rate and rhythm, to detect 

inconsistencies in a video. When the heart pumps 

blood it goes through veins, and veins change col-

ours in someone’s face. That change of colour is not 

visible to the naked eye, but it is visible computation-

ally, and can be tracked by algorithms. 

2)  Facial expressions and features: By examining the 

presence or absence of facial expressions in a video, 

algorithms can determine whether the facial move-

ments are consistent with genuine human behav-

iour. Models that rely on facial expressions and fea-

tures, such as the movement of the mouth, nose, 

and cheeks, extract various biological signals from 

these segments. These signals are transformed into 

different domains (such as time and frequency), and 

the model analyses their correlations in order to dif-

ferentiate between real and synthetic videos. These 

models utilise pairwise analysis to compare the bio-

logical signal’s patterns with the synthetic one, cre-

ating a general authenticity classifier.

AI-powered Detection

https://openaccess.thecvf.com/content_CVPRW_2020/papers/w39/Agarwal_Detecting_Deep-Fake_Videos_From_Phoneme-Viseme_Mismatches_CVPRW_2020_paper.pdf
https://arxiv.org/abs/1901.02212
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3) Eye blinking and gaze: The blinking and gaze fea-

tures are fundamental biological functions that are 

extremely hard to emulate in synthetic videos. For 

example, the human eye blinks has an average rate 

of 3.4 blinks every 10 seconds lasting 0.1-0.4 seconds. 
Therefore, the lack of eye blinking can be an indicator 

of manipulation. The model around eye blinking uses 

a Long-term Recurrent Convolutional Network 
(LCRN), that is, a combination of images to learn 

visual features from video frames, and integrating 

the temporal relationship between video frames 

from the time the eye opens to when it closes. This 

model relies on locating facial landmarks, using a 

face detector and removing the background around 

the eyes. A different model is used when it comes to 

the eye gaze. This model compiles these features 

into signatures, analysing and comparing them to 

real videos. By using this pairwise comparison, the 

model is able to formulate geometric, visual, tempo-

ral, and spectral variations, and to classify the video. 

Figure 3: An example of pairwise analysis with biological signals - the extrac-
tion of biological signals from the facial regions of authentic and fake portrait 
video pairs, and then the aggregation of authenticity probabilities to classify 
the authenticity. Source: DRI adaption of FakeCatcher. 

Figure 4: The detector extracts eye and gaze features from the real (top) and 
fake (bottom) videos. Frame-based features (blue) are converted to temporal 
signals and spectral features to create signatures (orange). The deep net-
work (purple) predicts the authenticity of the signatures, classifying them as 
real or fake. Source: Where Do Deep Fakes Look? Synthetic Face Detection 
via Gaze Tracking. 

Real
Real video

Synthetic
Fake Video

Biological Signals Biological Signals

Realistic  
Biological Signals  

(Indicative of authentic video)

Unrealistic  
Biological Signals 

(Indicative of synthetic video)

ML  
Classifier

ML  
Classifier

AI-powered Detection

https://arxiv.org/abs/2007.08517
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8540275/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8540275/
https://arxiv.org/abs/1901.02212
https://arxiv.org/abs/2101.01165
https://arxiv.org/abs/2101.01165
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Further resources:  
Tools to automatically investigate  
whether a video is AI-generated

• FakeCatcher
• Deepware.ai

AI-powered Detection

https://www.intel.com/content/www/us/en/newsroom/news/intel-introduces-real-time-deepfake-detector.html#gs.48wzct
https://deepware.ai/
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The tools above are primarily designed for com-

mercial use, which means they require a subscrip-

tion or charge a fee to be tested. As a result, we 

were unable to thoroughly test or verify the preci-

sion and reliability of these tools. This limitation 

highlights the need for specialised tools or a more 

comprehensive approach when evaluating the 

accuracy of synthetic video detection methods in 

non-commercial settings. 

FakeCatcher

What is FakeCatcher? 

Toolbox: 
Video Detection Tools

Source: Ilke Demir, Sr. Staff Research Scientist at Intel

FakeCatcher is a real-time deepfake detector that 

analyses blood flow and heart beats in video pixels 

to determine whether a video is real or synthetic. 

According to its team, the detector has a 96 per cent 

accuracy rate, although we could not independently 

verify this.

The approach behind FakeCatcher is to use sig-

nals that AI algorithms are not yet capable of rep-

licating, such as the change of colour in some-

one’s face due to blood pressure. The detector 

uses a comprehensive framework to integrate 

different biological signals into its model and 

achieve a high accuracy rate. 



  Back Glossary Introduction S1: Manual approaches S2: Innovative Approaches Page 46

Introduction 

With the emergence of Large Language Models, 

such as ChatGPT, and the proliferation of 

AI-generated text, a significant number of 

researchers are turning their attention to products 

designed to detect differences between authentic 

and artificial text. These specialised detection 

tools, often substantial language models them-

selves, concentrate on identifying the subtle incon-

sistencies between human and AI-created writing. 

They can look for unusual ways in how pixels are 

arranged, including their sharpness and contrast, 

when uploading a document to the detection tool 

interface. By doing so, they may reveal evidence of 

synthetic text generation.

These detectors are engineered to discern text pro-

duced by AI systems, such as ChatGPT or Bard, from 

Text     
                                                      

that authored by human writers. Although various 

detection models are available on the market, two 

types are predominantly utilised – trained detectors, 

which are optimised through machine learning on 

specific data sets to recognise AI-generated content, 

and zero-shot detectors, which leverage generalised 

strategies without prior training to identify potential 

artificial constructs.

Trained Detectors  
or Classifier-Based Approaches 

Classifier-based approaches are techniques used 

within the field of natural language processing 

(NLP) that focus on categorising or "classifying" text 

into different groups or classes. When it comes to 

tasks like detecting misinformation or disinforma-

tion, or differentiating between synthetic and 

authentic text, these approaches play a crucial role. 

 How does this work?

Classifier-based detectors rely on machine learning. 

The detectors are trained on both human-written 

and machine-generated text datasets, from which 

they identify distinctive markings, or “classifiers”, for 

each type, such as sentence structure or punctuation 

patterns.

Once trained, the models can simply assign a binary 

value (human vs. machine), with each output 

assigned a probability score. 

A key strength of classifier-based detectors is their 

ability to leverage the complex patterns and rela-

tionships in the data learned during the training 

phase. This capability, combined with their flexibil-

ity to handle diverse types of data, makes them 

highly effective at detecting AI-generated text.

Figure 5: The classifier detector is trained with both 
human and AI-generated text and therefore identi-
fies specific characteristics per category. Once text is 
fed into the detector, it estimates the likelihood of 
the origin of a text and eventually makes an edu-
cated guess.

Source 
Text

broken into pieces  
(tokens)

Classifier makes 
predictions about  
the origin text

ML  
Classifier

Classified  
as synthetic text

Classified  
as authentic text

AI-powered Detection
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Figure 6: The zero-shot-detector can calculate the likelihood of AI-generated content, 
regardless of the source model. Once text is fed into the detector, it estimates the likelihood 
of the origin of a text. Source: DRI adaption of Mitchell et al.

Zero-shot detectors

Zero-shot detection is a method in machine learning 

where a model makes predictions about new, unseen 

categories, based on learning from relevant existing 

data. This means it can identify or classify information 

it has never been specifically trained on, essentially 

making educated guesses on unfamiliar data, based 

on its prior learning.

 How does this work?

The unique feature of zero-shot machine-generated 

text detection is that it works without any prior train-

ing. In this approach, text is broken down into smaller 

units, known as “tokens”, which could be words or 

pieces of words. A detector using this method then cal-

culates the likelihood of each token as it appears in the 

text, based on the statistical properties inherent in the 

source model that might have generated it. The likeli-

hood is averaged across all the tokens, and this average 

provides a measure of how consistent the text is with 

the patterns and behaviours of the source model.

By applying a specific threshold to this average, the 

detector can determine whether the text is likely 

machine-generated or not. If the average likelihood is 

above the threshold, the text is considered as likely 

generated by the model. Conversely, if it falls below, 

the text is considered as likely human-written or origi-

nating from a different model.

Pieces of text, or tokens, with high average likelihood 

are likely to be generated by the model, as they align 

closely with the statistical patterns that the model has 

learned. These could include common phrases, syntac-

tic structures, or semantic relationships typical of the 

texts on which the model was originally trained.

Example sentence: 
"Joe Biden recently made a move to the 

White House that included bringing along 
his pet German Shepherd..."

Yes No

The detector breaks 
down the sentence 

into "tokens":  

"made a move", 
"White House", 

"pet"

The detector 
compares the token 

succession with 
source model 

patterns

The detector 
applies a threshold 
for the likehood of 

AI-generated 
content

The sentence probably 
stems from humans  

or another model

The sentence 
probably stems from 

the source model

AI-powered Detection

https://arxiv.org/abs/2301.11305
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Further resources:  
Tools to automatically investigate  
whether text is AI-generated

• GPTZero
• Copyleak’s AI Content Detector
• ZeroGPT
• Open AI’s AI Text Classifier* 

*While writing this report, OpenAI pulled  
its AI detection tool for reasons of  
“low rates of accuracy”.

Comparing Classifier and Zero-shot detectors

Classifier-based models, which involve training 

a second deep network to detect machine-gen-

erated texts, have several shortcomings when 

compared with zero-shot methods. These 

include a tendency to accurately detect only the 

models they were specifically trained on, and 

the need to train a new model for each new 

source model that is released.  This means a 

classifier that is trained on data from the large 

language model GPT-3 will only make the differ-

entiation between authentic and GPT-3-

generated texts. It will not be able to make this 

differentiation when the synthetic text was cre-

ated, for example, by LLama, another large lan-

guage model. Zero-shot detection of 

machine-generated text, on the other hand, 

uses the source model itself to detect its own 

samples, avoiding these limitations.

AI-powered Detection

https://gptzero.me/
https://copyleaks.com/ai-content-detector
https://www.zerogpt.com/
https://platform.openai.com/ai-text-classifier
http://pulled its AI detection tool
http://pulled its AI detection tool
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For our research brief “From Prompt to 
Problematic: How ChatGPT Reproduces Country-
Specific Misinformation”, we produced a micro 

audit of ChatGPT’s safeguard measures against 

propaganda and hate speech. In this case, we 

used three country-specific disinformation narra-

tives in three different languages (Portuguese, 

English, and German) as inputs for ChatGPT, 

attempting to circumvent the chatbot’s safety 

restrictions. Let’s see how well the different 

detectors identify the AI-generated narratives 

ChatGPT produced.

GPTZero Factsheet 

What is GPTZero? 
GPTZero is a classification model that predicts 
whether a document was written by an LLM. It was 

Toolbox: 
Text Detection Tools

trained on human-written and AI-generated text, 
with a focus on English prose.

Which outputs can GPTZero detect?ChatGPT, GPT-3, 

GPT-2 and LLaMA

Input data and Output data

The classifier tests a text’s average perplexity score 

– a measurement of how random the text put into 

the system is. As we humans tend to use more 

descriptive language that often does not follow a 

predictive pattern, the higher the score, the more 

likely it is that a human being produced the text. 

This is very interesting, as AI-generated text often 

sounds flat, stilted, and descriptive. The classifier 

identifies our text as likely to be written entirely by 
AI, with a low average perplexity score.

https://democracy-reporting.org/en/office/global/publications/from-prompt-to-problematic-how-chatgpt-reproduces-country-specific-misinformation
https://democracy-reporting.org/en/office/global/publications/from-prompt-to-problematic-how-chatgpt-reproduces-country-specific-misinformation
https://democracy-reporting.org/en/office/global/publications/from-prompt-to-problematic-how-chatgpt-reproduces-country-specific-misinformation
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Copyleaks’ AI Content Detector Factsheet

What is the AI Content Detector? 
This tool has been processing and learning how 
humans write, as this differs from how AI does. 
When known patterns of human writing are dis-
rupted, the detection tool flags the potential that 
this is AI-generated content. AI Content Detector 
looks at a text sentence-by-sentence within multiple 
forms of content.

Which outputs can the AI Content Detector detect?
ChatGPT, GPT-4, Bard

The basic free version of the AI Content Detector correctly identifies ChatGPT’s text with a 99.9 per 
cent probability of being created by AI, with sentence-by-sentence red marking indicating which 

parts of the text are likely not to be human-made. In the advanced version with enhanced features, 

the tool rates the probability phrase-by-phrase.

Input and output data
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Introduction

For years, scientists and engineers have been pur-

suing the elusive goal of synthetic human voices. 

The results thus far have often fallen short, how-

ever, producing voices that sound stiff and robotic, 

easily distinguishable from natural speech. With 

remarkable advancements pushing the boundaries 

of quality to a level that is nearly indistinguishable 

from real voices, tools that can distinguish authen-

tic and synthetic voices are all the more the 

necessary.

 Anatomical Constraints of Speech Production: 
Tracing Physiological Limitations

This method seeks to detect synthetic audio by tak-

ing advantage of the natural limitations of human 

Audio    

speech production. The theory is that synthetic 

audio will contain inconsistencies that wouldn't be 

found in natural human speech, simply because the 

AI has no anatomical limitations. These sorts of lim-

itations stem from the physical constraints that 

human anatomy imposes. 

In simple terms, when we talk, many parts of our 

body work together. This includes our lungs (which 

provide air), vocal cords (which vibrate to make 

sound), and parts of our mouth, such as the 

tongue, cheeks, and lips (which help shape the 

sound into words). These body parts work in a spe-

cific way, and they have limitations, based on their 

shape and how they move. Scientists from the 

University of Florida make the assumption that 

text-to-speech output lacks such constraints, and 

that audio produced by TTS processes would, 

hence, introduce markers that machine learning 

models could pick up.

 How does this work?

The key to marker tracking is that it is possible to 

extract physical details of the person who is speak-

ing from a recording of their voice using a machine 

learning (ML) model. Machine learning models can 

estimate the shape of the different elements of the 

vocal tract, identifying inconsistencies, such as 

unnatural vocal tract dimensions (e.g., exorbitant 

air pipes) that would not be found in natural human 

speech. These inconsistencies mark the speech as 

synthetically produced. By using machine learning 

models to measure these physiological markers and 

detect such inconsistencies, the researchers devel-

oped a strategy for identifying synthetic audio.
Figure 7: The classifier detector is trained with both 
human and AI-generated text and therefore identi-
fies specific characteristics per category. Once text is 
fed into the detector, it estimates the likelihood of 
the origin of a text and eventually makes an edu-
cated guess.

Speaker 
Audio

Classifier makes 
predictions about  
the vocal tract 
dimensions

ML  
Classifier

Unrealistic vocal  
tract dimensions  

(indicative  
of synthetic audio)

Realistic vocal tract 
dimensions  

(indicative of 
authentic audio)
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https://www.usenix.org/conference/usenixsecurity22/presentation/blue
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Identifying Technical Residues:  
The Vocoders' Traces

Text-to-speech generation has two phases – transform-

ing voice into data (the learning phase), and turning 

data into sound/voice (the production phase). 

Researchers at the University at Buffalo assume that 

when data is turned into sound, this process adds arte-

facts that are traceable, due to what are known as voco-

ders. (Neural) vocoders are special types of neural net-

works that can create sound waves (synthesised wave-

forms) from a pictorial representation of sound (tempo-

ral-frequency representations, like Mel spectrograms). 

Such neural vocoders are an integral part of most text-

to-speech synthesis tools that are used to generate syn-

thetic voices. While synthetic audio, in many cases, 

seems to perfectly mimic target voices, the researchers 

assume that vocoders can leave traces that can be 

picked up by specially trained machine learning models.

 How does this work?

In the same way that understanding authentic voices 

requires examining the structure of the vocal tract, this 

approach necessitates grasping how synthetic audio is 

created. Synthetic audio is achieved through a three-

stage process, involving an encoder, a synthesiser, and a 

vocoder. First, the encoder learns the unique characteris-

tics of a speaker's voice, creating an embedding, which is 

a mathematical representation of data that captures 

those features. This embedding is then passed to the 

synthesiser, where it is transformed into a Mel 

Spectrogram. This representation scales the frequencies 

based on the Mel Scale, a perceptual scale of pitches. 

Finally, the spectrogram is passed into a neural vocoder, 

which converts it into an audio waveform. The resulting 

sound resembles the target voice, showcasing how these 

stages work together to replicate human speech patterns 

synthetically.

Researchers at the University at Buffalo have created a 

dataset to identify the signatures of the six most com-

monly used vocoders. Using this dataset, they designed a 

machine learning model (called a binary-class RawNet2 

model) that can determine whether a voice recording is 

real or synthetic, by specifically looking for signs of a neu-

ral vocoder. Initial tests showed that this approach is 

highly effective at identifying synthetic voice recordings.

Basic Steps in Text-to-speech Synthesis (TTS):

Target  
Voice

Encoder

Waveform
(Audio)

Synthesiser

Spectrogram

Speaker  
embedding

Vocoder

"/kæt/ 
(cat) 
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https://arxiv.org/abs/2302.09198
https://medium.com/analytics-vidhya/understanding-the-mel-spectrogram-fca2afa2ce53
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The risk of voice capture (the process of using synthe-

sised audio to imitate some else’s voice) has sparked 

a variety of online tools that allow you to check 

whether a given voice recording has been produced 

by AI. As with previous tools (see video section), 

many AI voice detectors are commercial, and could 

not be verified by DRI. 

What is AI Speech Classifier? 

One famous text-to-speech provider, ElevenLabs, 

allows you, for free, to upload audio files and to 

check whether a given voice was generated by AI. 

Toolbox: 
Audio Detection Tools

AI Speech Classifier used with a TTS file not produced by 
ElevenLabs

Caution is necessary when using this tool, how-

ever. While it is very reliable at detecting synthetic 

audio created with ElevenLabs’ own software (pre-

dicting a 98 per cent likelihood that the audio file 

was synthetic),. the system performs poorly when 

data is uploaded that was not produced with the 

company's Text-To-Speech (TTS) system. While the 

main focus of the prediction appears to be 

whether the audio was produced using the compa-

ny's software, it misleadingly seems to suggest 

that there was no manipulation. This is incorrect, 

as the test file we used was synthetic, produced by 

a different TTS system.

https://elevenlabs.io/ai-speech-classifier
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Provenance                                                      In the context of digital files and generative AI, prov-

enance refers to cryptographic signatures that track 

the history or background of the created content. It 

shows who made it, who owns it, and any changes 

that have been made to it since it was created. It is 

important to understand the difference between 

provenance and metadata. Provenance focuses on 

the complete history of a digital object, including its 

creation, changes, and ownership, mainly to estab-

lish trust and authenticity. Metadata, on the other 

hand, provides a broader range of information 

about a digital file, such as file type, size, and 

author, helping also in your organisation and man-

agement of large file collections. While provenance 

specifically tracks the lineage of content, metadata 

encompasses various details about the data itself, 

including some aspects of provenance. 

Provenance is not a detection mechanism in the tra-

ditional sense. Rather, it serves as a self-identifier. It 

is applied at the point of content creation, and can-

not be retroactively imposed to already generated 

content. Consequently, these methods serve to 

enforce responsibility and traceability from the 

onset. The concept of provenance in generative AI is 

currently a topic of intense debate among policymak-

ers. In the following sections, you will see the most 

prominent provenance techniques – hashing and 

watermarking – to understand how they might be 

used with different data types. 

Provenance                                                     
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Hashing, in the context of digital files, refers to the 
process of converting the contents of a file into a 
fixed-size string of bytes, usually in the form of a 
hash code or hash value.

Hashing provides a unique identifier or digital finger-

print for digital files, safeguarding their provenance. 

Hashing is a process used in computer science to 

transform data into a fixed-length value or key. This 

transformation is carried out by a mathematical func-

tion called a hash function. A hash function takes an 

input (the data) and performs a series of computa-

tions on it. The output of the hash function is a unique 

representation of the input data, typically a fixed-size 

string of characters or a numerical value. 

This output is referred to as the hash value, hash 

code, digest, or simply the hash. The following 

points explain how hashing contributes to digital 

file protection:

1.  Unique Identification: Hashing generates a dis-

tinct hash value for each digital file, based on its 

content, serving as a unique identifier. Identical 
files will produce the same hash value, enabling 

the identification of duplicates.

2.  Detection of Unauthorised Alterations: Any 
alteration to a digital file, such as an image, no 

matter how minor, changes its hash value sig-

nificantly. By comparing the original hash 

value with a recalculated one, it becomes 

apparent if the image has been modified with-

out authorisation.

Hashing

3.  Prevention of Forgeries: Hashing combats the 

proliferation of counterfeit digital files. If an 

audio file, for example, is digitally signed, or its 

hash value is securely associated with its source, 

any modification attempt results in a different 

hash value. By comparing the hash value to the 

known original, forgeries can be detected, and 

the audio integrity ensured.

4. Privacy Preservation: Hashing techniques 

uphold user privacy. The process solely involves 

comparing hash values without accessing or 

examining the actual content. As hash values 

are non-reversible, they cannot be exploited to 

reconstruct the original file. This ensures indi-

viduals' privacy, while enabling the verification 

of authenticity.How Hashing Algorithms Work

Plain text 
string

Hashing 
algorithm

Hashed 
text
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Further resources: 

• More on Adobe’s 
Content Authenticity 
Initiative

• More on the Coalition 
for Content 
Authenticity and 
Provenance

https://practicaldatascience.co.uk/data-science/how-to-use-image-hashing-to-identify-visually-similar-or-duplicate-images
https://practicaldatascience.co.uk/data-science/how-to-use-image-hashing-to-identify-visually-similar-or-duplicate-images
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8404941/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8404941/
https://www.samsungsds.com/vn/insights/proactive-media-forgery.html
https://contentauthenticity.org/
https://contentauthenticity.org/
https://www.technologyreview.com/2023/07/28/1076843/cryptography-ai-labeling-problem-c2pa-provenance/
https://www.technologyreview.com/2023/07/28/1076843/cryptography-ai-labeling-problem-c2pa-provenance/
https://www.technologyreview.com/2023/07/28/1076843/cryptography-ai-labeling-problem-c2pa-provenance/
https://www.technologyreview.com/2023/07/28/1076843/cryptography-ai-labeling-problem-c2pa-provenance/
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Watermarking is the process of embedding a dis-
tinctive and often invisible or inaudible mark or 
identifier into the file, serving as a means of 
authentication, ownership, or protection against 
unauthorised use. 

Watermarking is a versatile technique employed in 

the field of digital media to embed an identifiable 
marker discreetly within text, audio, video, or 

images. The primary objectives of watermarking are 

twofold – to establish ownership and to deter copy-

right infringement. An ideal watermark should pos-

sess two key characteristics – imperceptibility and 

resilience to various manipulations commonly 

encountered in digital media, including cropping, 

resizing, colour adjustments, resampling, and for-

mat conversions. Disclosure through watermarking 

can occur either directly, and hence visible to end 

users, or indirectly, and therefore imperceptible to 

the naked eye.

Watermarking is important in the fight against disin-
formation, as it helps in authenticating the origin and 

integrity of an image or document, making it more diffi-

cult to alter or misuse. By embedding a traceable mark 

within the content, watermarking can provide a verifia-

ble link to the source, acting as a deterrent to those who 

might manipulate or falsely attribute the material for 

deceptive purposes.

In the context of generative AI, watermarks are 

increasingly put into the training data, rather than the 

code of the source model (be it an LLM or a text-to-im-

age generator). This means that, even when the gen-

erative AI tools are openly shared or distributed, there 

is no risk of the watermarking process being removed 

or stripped away (simply by removing the relevant 

code). The watermark becomes an intrinsic part of the 

generated text, image, audio or video, enabling easy 

identification of its origin and serving as a deterrent 

against potential misuse or unauthorised replication.

Watermarking

Cover
image

Cover
image

Watermark
Extracted 

Watermark

Embedding 
technique

Watermarked 
image

Extraction
technique

Embedding 
stage

Embedding 
stage
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https://era.library.ualberta.ca/items/e63b7907-0183-46d2-86f4-e6490c6fdb26/view/f59985c4-cac1-48d2-bb36-3432aee160ed/TR02-01.pdf
https://era.library.ualberta.ca/items/e63b7907-0183-46d2-86f4-e6490c6fdb26/view/f59985c4-cac1-48d2-bb36-3432aee160ed/TR02-01.pdf
https://syntheticmedia.partnershiponai.org/#read_the_framework
https://www.ischool.berkeley.edu/news/2023/hany-farid-watermarking-chatgpt-dall-e-and-other-generative-ais-could-help-protect-against
https://www.ischool.berkeley.edu/news/2023/hany-farid-watermarking-chatgpt-dall-e-and-other-generative-ais-could-help-protect-against
https://theconversation.com/watermarking-chatgpt-dall-e-and-other-generative-ais-could-help-protect-against-fraud-and-misinformation-202293
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There are different approaches to generating water-

marks in text-based AI systems:

1. Random Token Selection: In this technique, a spe-
cific set of "green" tokens is randomly selected 

before generating each word in the AI-generated 

text. These green tokens (a selection of words) 

act as special markers or tags. During the sam-

pling process, there is a slight bias towards 

favouring the usage of these green tokens. This 

approach ensures that the generated content 

retains the watermark throughout, as the green 

tokens are consistently incorporated. 

2. Synonymous Tagging: Another approach 

involves secretly tagging a subset of words, 

and then biasing the selection of words to 

favour synonymous tagged words. For exam-

ple, instead of using the word "understand," 

the tagged word "comprehend" can be used as 

a substitute. By periodically biassing the word 

selection in this manner, the entire body of 

text is watermarked, based on a specific distri-

bution of tagged words. This method is effec-

tive for longer text passages, typically consist-

ing of 800 words or more, depending on the 

particular details of the watermark. However, 

it may not be suitable for tweets or text 

snippets.

Note: Watermarking can be much more easily 

manipulated in text than in audio-visual material.

Watermarking in  
AI Generated Text: 

Watermarking in  
AI Generated Images: 

While we have become accustomed to visible 

image watermarks (see, for example, 

GettyImages), robust watermarks, in the context 

of images, are invisible. For instance, attempts to 

introduce a watermark into a digital photo can be 

done by adjusting the colour (a value between 0 

and 255) of every 10th pixel. This subtle adjustment 

does not affect the image's appearance, but can be 

used to confirm its origin, given that such a pattern 

is unlikely to occur naturally and can be easily vali-

dated. Considering that medium-resolution images 

contain millions of pixels, these watermarks can 

hold additional data, like a unique identifier for the 

software used to create it, or a user ID. 

Provenance                                                     

https://arxiv.org/pdf/2308.00113.pdf
https://arxiv.org/pdf/2308.00113.pdf
https://theconversation.com/watermarking-chatgpt-dall-e-and-other-generative-ais-could-help-protect-against-fraud-and-misinformation-202293
https://www.gettyimages.de/detail/foto/android-lizenzfreies-bild/1576590737
https://theconversation.com/watermarking-chatgpt-dall-e-and-other-generative-ais-could-help-protect-against-fraud-and-misinformation-202293
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Watermarking AI-generated videos follows a similar 

process to that of images and audio. A watermark 

can be incorporated by modifying specific pixels or 

by adding a sonic signature to the video. This water-

mark may contain additional information, such as a 

unique identifier for the generating software and a 

user ID. It serves the purpose of verifying the video's 

provenance and indicating ownership.

Provenance                                                     

Further resources: 

• Why watermarking AI-generated 
content won’t guarantee trust 
online

• Identifying AI-generated images 
with DeepMind’s SynthID

Watermarking in  
AI Generated Video:  

Watermarking in  
AI Generated Audio: 

Audio watermarking techniques exploit the characteris-
tics of human auditory perception. By taking advantage 

of our limited human capacity to detect certain changes 

or additions in audio signals, watermarks can be embed-

ded without being easily perceptible to the human ear. 

This imperceptibility is crucial to maintaining the integ-

rity and authenticity of the audio content. Researchers 

try to develop methods that ensure that the watermark 

remains resilient against various audio processing opera-

tions, such as re-encoding, compression, equalisation, or 

other common manipulations that could potentially 

degrade or remove the watermark.

Furthermore, robust audio watermarking techniques 

ensure that the embedded watermark can be reliably 

extracted from the audio signal, even in the presence 

of noise, distortions, or intentional attacks. This 

extraction process typically involves specialised algo-

rithms that analyse and decode the watermark infor-

mation from the audio data, allowing for verification, 

tracking, or copyright enforcement purposes.

https://www-technologyreview-com.cdn.ampproject.org/c/s/www.technologyreview.com/2023/08/09/1077516/watermarking-ai-trust-online/amp/
https://www-technologyreview-com.cdn.ampproject.org/c/s/www.technologyreview.com/2023/08/09/1077516/watermarking-ai-trust-online/amp/
https://www-technologyreview-com.cdn.ampproject.org/c/s/www.technologyreview.com/2023/08/09/1077516/watermarking-ai-trust-online/amp/
https://www.deepmind.com/blog/identifying-ai-generated-images-with-synthid?utm_source=linkedin&utm_medium=social&utm_campaign=SynthIDlaunch
https://www.deepmind.com/blog/identifying-ai-generated-images-with-synthid?utm_source=linkedin&utm_medium=social&utm_campaign=SynthIDlaunch
https://techcrunch.com/2023/02/01/inaudible-watermark-could-identify-ai-generated-voices/?guccounter=1
https://techcrunch.com/2023/02/01/inaudible-watermark-could-identify-ai-generated-voices/?guccounter=1
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